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Abstract

In today’s dynamic job market, identifying the skills required by employers and helping learners acquire those skills
efficiently is a significant challenge. In the context of the ENTEEF (Fostering Entrepreneurship through Freelancing)
project, we address the problem of automatically generating structured learning paths using skills extracted from job
offers. The ENTEEF project focuses on bridging the gap between education and industry by preparing students (and other
target groups) with the competencies needed for freelancing careers. To this end, we propose a methodology that leverages
Bayesian Networks (BN) to model relationships between skills extracted from ~30,000 job postings, and we use the
network to derive recommended learning sequences. In our approach, each skill is a node in a BN and edges indicate
dependency or co-occurrence relationships learned from job market data. We experiment with two weighting methods
for the BN’s arcs - mutual information score and normalized mutual information score - to quantify the strength of con-
nections between skills. These weighting strategies, based on information theory, help rank possible skill progressions
and guide the generation of optimal learning paths. Our method thus combines data-driven skill extraction with probabil-
istic modelling to produce learning pathways aligned with real-world job requirements.

Keywords: Bayesian Networks, learning paths, mutual information.

Introduction

Aligning educational programs with the rapidly evolving demands of the job market is crucial for improving employabil-
ity and lifelong learning. Learners often struggle to decide what to learn next to reach their career goals, especially in
fields like freelancing where required competencies are multifaceted. The ENTEEF project, under the Erasmus+ pro-
gramme, aims to address this challenge by improving entrepreneurship competences among students and other groups,
preparing them to work as freelancers and promoting lifelong learning and micro-credentials (ENTEEF, 2025).
ENTEEF’s approach includes thorough analysis of the freelancer job market to identify key skills, a Competency Assess-
ment Tool (CAT) to determine an individual’s skill gaps, and a suite of 12 Massive Open Online Courses (MOOCs) to
help fill those gaps. Through a competency gap test and targeted MOOQOC:s, learners receive personalized learning paths
that enable them to acquire the skills needed for successful freelancing careers.

However, manually constructing these learning paths from labour market data is labour-intensive. Job postings contain
rich information about skills sought by employers, and mining this data can reveal which skills are most in-demand and
how they relate to each other. If we can automatically infer a structured map of skills from job offer data, we can generate
data-driven learning pathways guiding learners from their current competencies to those required by their target jobs.
Recent research underscores the value of aligning learning content with job market needs: for example, the study (Carroll
and Schlippe, 2023) achieved over 94% accuracy in identifying job-market skills within course materials using Al and
found that showing such alignment to learners improved their motivation and provided valuable career insights. This
exemplifies how connecting education to real job requirements can inspire and direct learners.

In this paper, we propose a method to generate recommended learning paths based on skills extracted from job offers.
Our approach uses a Bayesian Network to model the relationships among skills, treating each skill as a node and learning
a directed acyclic graph from data. The context for this work is the ENTEEF project’s goal of guiding learners (prospec-
tive freelancers) to acquire competencies demanded by the market. By mining ~30,000 job postings for skills, we create
a probabilistic model of how these skills co-occur or depend on one another. We then use information-theoretic measures
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- specifically the mutual information score and the normalized mutual information score - to weight the connections (arcs)
in the network. The weighted BN serves as the foundation for constructing learning paths: a higher weight on an edge
suggests a stronger relation that can be interpreted as a recommended transition or prerequisite link between skills.

Therefore, this study is grounded in the hypothesis that “A Bayesian Network learned from large-scale job postings, when
weighted using mutual information measures, can effectively model skill relationships and generate learning paths that
reflect realistic upskilling trajectories aligned with job market demands”. By extracting and structuring these relationships
from collected data, we aim to provide a data-driven foundation for guiding learners in acquiring market-relevant com-
petencies, particularly in freelancing contexts.

The paper is organized as follows. In the next section, we review related work. In the third section we detail our method-
ology including data processing, Bayesian Network learning, the two arc-weighting schemes and generating learning
paths. The fourth section presents aspects related to the construction of models and their comparative evaluation. Fifth
section offers a discussion of the findings, practical implications, and limitations of our study. Finally, are presented some
conclusions and opportunities for future investigations in the last section.

Related work

There is a growing body of research focused on extracting skill requirements from job postings using Natural Language
Processing (NLP). Skill extraction is considered a core task in computational job market analysis. Early approaches relied
on keyword matching or statistical language models, but recent methods leverage deep learning. For instance, Zhang et
al. (2022) introduce the SKILLSPAN dataset for skill extraction and demonstrate state-of-the-art results using BERT-
based models on job posting text. Their work is among the first to apply advanced language models to identify both hard
and soft skills from job ads, highlighting the feasibility of automatically obtaining structured skill data. Such techniques
provide the initial input (a set of skills per job offer) for our problem.

Bayesian Networks have been widely used to model knowledge and learning in educational technology. BNs provide a
principled way to represent probabilistic relationships among a set of variables (e.g. skills or concepts) and have been
used extensively as student models in intelligent tutoring systems. By encoding dependencies between knowledge com-
ponents, BNs can infer a learner’s mastery level or suggest next learning steps. For example, the study presented in
(Culbertson, 2016) reviews numerous assessment systems that employ BNs to diagnose student understanding. In the
context of learning path generation, Shen et al. (2020) proposed using a Bayesian network-based association rule algo-
rithm to discover optimal learning paths among microlearning units. Their study created navigation paths for learners by
finding correlations among course units, which is conceptually similar to our goal of linking skills. These works validate
the idea of using network structures to represent learning sequences.

Beyond Bayesian networks, researchers have explored various techniques for recommending or generating personalized
learning paths. A recent systematic review by Rahayu et al. (2023) indicates that many learning path recommender sys-
tems rely on ontology or knowledge-based representations. In such systems, relationships between concepts (or skills)
are explicitly modelled (e.g., prerequisites in a domain ontology), and algorithms then search these graphs for an optimal
path tailored to the learner’s profile. Our approach aligns with this knowledge-based trend, but instead of manually crafted
ontologies it uses a data-driven BN learned from job data.

Methodology

Our methodology consists of four main steps: (1) Data Collection and Skill Extraction, (2) Bayesian Network Structure
Learning, (3) Arc Weighting using Mutual Information, and (4) Learning Path Generation. Below we describe each step
in detail, including key algorithms and code snippets to illustrate the implementation.

Dataset and Skill Extraction

We gathered a dataset of approximately 30,000 job offers, each accompanied by a list of skills required for that position.
These job postings were collected from Upwork, a top-tier platform for freelancers and clients worldwide, using a custom
web scraper developed in Python by members of the ENTEEF project team.

Ethical principles were consistently applied during the entire data collection process. The dataset was compiled exclu-
sively from publicly accessible information, with all client-identifiable details removed to ensure privacy. Data selection
was conducted without the use of filters, relying on Upwork’s default sorting to retrieve the most recent and active job
postings. The resulting dataset contains job postings featuring project titles, required skills, budget structures, client in-
formation, and geographic details related to the job offers.
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The job postings were processed through an NLP pipeline to extract skill keywords, using techniques similar to those
described in the literature (Rahayu et al., 2023).

We normalized skill names (e.g., handling synonyms and variations) to ensure consistency. By averaging the frequency
of skill mentions in job postings across both continental and global levels, a ranking of 60 in-demand skills was generated.
We will focus on these 60 most requested skills in the following. The result is a binary jobs x skills matrix M of size
30,000 x 60. An entry M[i,j] = 1 indicates that job posting i mentions skill j, and 0 otherwise. Each job posting thus
provides a data point linking a combination of skills that employers expect together.

Learning a Bayesian Network Structure

Using the processed dataset, we learn a Bayesian Network structure that captures the probabilistic dependencies between
skills. We treat each skill as a binary variable (present/absent in a job posting). Structure learning is performed with a
Hill-Climbing Search (HCS) algorithm, a common greedy search method for BN structure discovery (Ankan and Textor,
2024; Dubois et al., 2008). The HCS algorithm starts with an empty network and iteratively adds, removes, or reverses
edges to maximize a scoring function (such as the Bayesian Information Criterion or K2 score). In our implementation,
we utilized the HillClimbSearch class from the pgmpy library in Python with a BIC scoring metric (Ankan and Textor,
2024).

This search yields a directed acyclic graph (DAG) G where nodes are skills and directed edges suggest a dependency
(potentially interpreted as a prerequisite or strong association). For example, the algorithm might learn that an edge goes
from skill A (e.g., “HTML”) to skill B (“CSS”), indicating that HTML knowledge often accompanies or precedes CSS
in job requirements - a hint that learning HTML might be a prerequisite to learning CSS.

The learned BN structure encodes which skills tend to appear together in job descriptions and the directionality that best
fits the data (note: the direction of an edge in a learned BN does not strictly imply pedagogical prerequisite, but we
hypothesize it often aligns with a plausible learning order). The structure acts as a skill graph from which we can derive
candidate learning paths.

Arc Weighting with Mutual Information

While the BN structure defines the qualitative relationships (which pairs of skills are connected), we next quantify the
strength of each connection by computing weights for each arc. We use two different weighting schemes based on mutual
information (MI):

(a) the raw mutual information score (RMI) and

(b) the normalized mutual information score (NMI).

The raw mutual information is an information-theoretic measure of the dependency between two variables. In our context,
it measures how much knowing one skill’s presence in a job posting reduces uncertainty about the presence of another
skill. Formally, for two skill variables X and Y, the raw mutual information RMI(X;Y) is defined as:

PX=x,Y=y)
PX =x0)P(Y =)

RMI(X;Y) = Z Z P(X =xY =y)log

x€{0,1} ye{0,1}
where P(X = x) is the probability of outcome x.
We treat the job dataset as empirical observations to estimate these probabilities for each pair of connected skills. The
higher the RMI, the more information one skill gives about the other, meaning they strongly co-occur (either both present
or both absent more often than chance). However, RMI is unbounded on the upper end and tends to grow with the entropy

of the variables (for instance, very frequent or very rare skills can influence the magnitude of RMI).

To enable comparison across different skill pairs, we also compute the normalized mutual information (NMI), which
scales the mutual information to a standardized range [0,1].

The NMI is given by (Sklearn, 2025):

RMI(X;Y)

JHXOHY)

NMI(X;Y) =

where H (®) denotes entropy and is defined as follows:
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HOX) == )" P(X=x) log P(X =)
x€{0,1}
Considering that the logarithm is in base 2, entropy is measured in bits.

This normalization accounts for the overall occurrence rates of skills X and Y, yielding O when skills are independent and
1 when knowing one perfectly predicts the other. Intuitively, NMI tells us the fraction of maximum possible information
that X and Y share, thus providing a comparable “connection strength” on a zero-to-one scale.

We computed both metrics for every directed edge (A — B) in the learned BN.

Using these metrics, we assign two sets of weights to the network’s edges. For example, if skill A and skill B are connected
in the BN, we might find RMI(4; B) = 0.85 bits and NMI(A; B) = 0.42. A higher weight (closer to 1 in NMI, or a larger
RMI value) implies a stronger coupling of those skills in job ads.

A pruning threshold was applied (RMI < 0.009; NMI < 0.03) to eliminate weak dependencies from the initial network.
The resulting reduced network retains only the stronger connections, for clearer path generation, and the summary statis-

tics of their RMI/NMI scores are presented in Table 1 alongside those of the full network.

Table 1: Summary statistics of RMI/NMI weights in the Bayesian Networks

Statistic | RMI — Full Net- RMI - Pruned NMI - Full Net- NMI - Pruned

work Network work Network
(threshold: 0.009) (threshold: 0.03)

Count 210 85 210 96

Mean 0.016 0.035 0.084 0.169

Median 0.006 0.027 0.024 0.136

Std Dev 0.022 0.023 0.112 0.117

Min 0 0.009 0 0.036

Max 0.102 0.102 0.492 0.492

Generating Learning Paths

The final step is to utilize the weighted Bayesian network to suggest learning paths. A learning path in this context is a
sequence of skills [S; = S, —...— Sy that a learner could follow, where each transition S; = Sj,4 is an edge in the
BN indicating a strong relationship. To generate a path for a given target job or role, we proceed as follows:

e Identify Target Skills: From the job role of interest (or job postings of that role), determine the set of key skills
required. For example, a “Data Scientist” role might require {Python, Machine Learning, Data Visualization, Statis-
tics}.

*  Subgraph Extraction: Extract the subgraph of the BN that contains these target skills, and any skills directly or
indirectly connected to them (this subgraph represents the domain of relevant competencies).

*  Path Search: Within this subgraph, find paths that connect a learner’s current skills to the target skills. We assume
the learner’s current skills (e.g., those they already possess or have mastered) are known via the competency assess-
ment test (CAT). Starting from a current skill node, we perform a forward search through the network toward a target
skill node. We prioritize moves along edges with higher weights (indicating stronger skill association). This can be
implemented as a weighted graph search (e.g., Dijkstra’s algorithm if interpreting 1-weight as a distance (for NMI
method), or simply greedily following the highest-weight edge).

Example: If a learner knows HTML but needs to learn React (a JavaScript framework) for a job, the BN might contain a
path HTML — CSS — JavaScript — React. Each arrow is supported by strong mutual information scores (indicating
these skills frequently co-occur in jobs). The suggested learning path would then be to start with HTML (already known),
then learn CSS, then JavaScript, and finally React, in that order. This path aligns with both job data (many web develop-
ment postings list those skills together) and pedagogical logic (each skill builds on the previous).

The outcome is a recommended sequence of skills (and by extension, relevant MOOCs teaching those skills) personalized
to the learner’s goals and gaps. In ENTEEF’s framework, once such a path is identified, the platform can present the
learner with the specific MOOCs corresponding to each skill in the sequence. The Competency Assessment Tool ensures
that the learner skips skills they have already mastered, focusing on the ones they lack, while the Bayesian network-
derived structure ensures the order of learning is sensible and supported by real-world demand.

By using both raw mutual information and normalized mutual information for arc weighting, we can experiment with
different path generation criteria. The raw mutual info score weighting might favour edges that involve generally highly
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demanded skills (since those contribute more bits of information), whereas normalized mutual info score might highlight
niche but strongly linked skill pairs (by controlling for base frequency).
Model Development and Evaluation

The initial Bayesian Network structure obtained with HillClimbSearch is shown in Figure 1. By filtering out very weak
connections, defined as edges with an NMI below a threshold, we obtained the pruned network presented in Figure 2.
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Fig 2. The pruned network, using NMI with threshold 0.03
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To compare the models produced by the two approaches (RMI and NMI), we extracted the subgraphs for each skill from
the respective models, centering each subgraph around the corresponding skill.

In an empirical evaluation of the models generated for the most requested skills, it is observed that the two Bayesian

network weighting methods (RMI and NMI) produce similar results. It can be seen in Figure 3 that for the Graphic Design
skill, the subgraphs are identical. However, Figure 4 illustrates that for Web Development, the models are slightly differ-

ent.
h.ow
s Logo Pesign

0.025 /Adobe lllyistrator

Logo DeSign

lllu ratlon 0.048lluptration

0.160 0.097 0.102
0.270
0.015 /_.
0. 035 Web Design 0.014 Web Design
251 094
Graphic Design Adobe Photoshop Graphic Design Adobe Photoshop
a) Arc weighting with NMI method b) Arc weighting with RMI method

Fig 3. The identical extracted subgraphs for Graphic Design skill

JavaScript

Web Development PHP

Fig 4. Extracted subgraph of the BN (NMI weights) for Web Development skill

0.011

Shopify %18

Web Development

Video Editing

Fig 5. Extracted subgraph of the BN (RMI weights) for Web Development skill

For an automated comparative evaluation, we measured the similarity of all subgraphs using the Jaccard similarity metric
focused on the node sets (node perspective).

Given a graph ¢ = (V, E) and two nodes u and v, the Jaccard similarity of their neighborhoods is defined as follows:
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where N (u) is the set of nodes adjacent to u.

In Figure 6, only the skills with a node similarity score (Jaccard similarity) not equal to 1 are presented.

Data Scraping 0.33

Google Analytics 0.50

Email Communication 4 0.67

Virtual Assistance 0.80

skills

Communications 0.33

API 4 0.67

Web Design 0.86

Web Development 0.80

0.0 0.2 0.4 0.6 0.8 1.0 12
Jaccard Similanty

Fig 6. Skills with different Jaccard similarity

Discussion

Based on the ENTEEEF project’s goals and our data-driven modelling approach, we hypothesize that a Bayesian Network
learned from large-scale job postings, when weighted using mutual information metrics, can effectively generate learning
paths that reflect real-world skill progression and employer expectations. This hypothesis guides our methodological
design and evaluation, aiming to contribute a scalable framework for personalized upskilling grounded in labor market
data.

To validate this hypothesis, we provide:

1. Empirical support from real job data
We constructed the Bayesian Network using a large dataset (~30,000 job postings) covering diverse freelancing roles.
The structure learned reflects co-occurrence and dependency relationships between skills actually required in the
market.

2. Dual weighting and comparative evaluation
We employed two distinct arc-weighting methods (Raw Mutual Information and Normalized Mutual Information) to
quantify the strength of skill relationships. We compared the resulting networks using Jaccard similarity and visual
subgraph analysis for multiple key skills.

3. Practical alignment with learning sequences
The learning paths generated align with both the BN structure and logical pedagogical progression, supporting the
validity of the approach.

4. Contribution to knowledge
Prior work in the learning path generation often relies on expert-defined ontologies or student learning data. Our
contribution is a data-driven, scalable method that infers skill pathways from the job market itself, providing a novel
bridge between labor analytics and educational technology.

The results of the Bayesian Network modeling, particularly the coherence of skill sequences and the similarity between
RMI and NMI weighting methods, support our research hypothesis. Furthermore, the ability to extract clear subgraphs
and measure node similarity confirms the structural consistency of our model, validating the hypothesis that data-driven
BN structures can serve as effective frameworks for learning path generation.

This validation demonstrates the practical and theoretical soundness of our methodology and its contribution to knowledge
in both learning path generation and data-driven curriculum design.

Next, we will present some limitations of our study:

*  The learning paths are inferred from job data but not yet validated through actual learner outcomes (e.g., whether
following a path leads to better job placement or skill mastery).

* The edges in the Bayesian Network are based on statistical dependencies, not necessarily true pedagogical prereq-
uisites.
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*  The system has not yet been tested in real-world learning scenarios, so user experience and motivation effects are
still to be studied.

e The pruning threshold for NMI was set empirically. Different thresholds may lead to different path suggestions, and
this may affect consistency.

However, our approach has several important advantages and implications, including:

e Our method enables educational institutions to align learning paths with real-world job market needs, especially in
fast-changing domains like freelancing and tech.

* Learners can follow targeted learning sequences based on actual labor demand, improving the efficiency and rele-
vance of lifelong learning programs.

*  Because the Bayesian Network is learned from job postings, the model can be updated regularly to reflect emerging
skills and trends.

*  While applied here to freelancing, this methodology can be adapted to any domain with sufficient job data, such as
healthcare, cybersecurity, or digital marketing.

In summary, our study demonstrates the feasibility and potential of using Bayesian Networks to derive learning paths
directly from labor market data. While the approach offers strong implications for personalized and demand-driven edu-
cation, its effectiveness depends on the quality of skill extraction and the interpretability of inferred dependencies. These
limitations highlight the need for future validation through real learner outcomes and expert review.

Conclusions and Future Work

Our research presents a novel approach to generating learning paths by combining skill extraction from job postings with
Bayesian Network modelling. In the ENTEEF project context, this approach automates the linkage between labour market
requirements and educational content, paving the way for data-informed upskilling pathways. Early results indicate that
mutual information-based weighting provides a meaningful measure of skill relatedness, and the resulting paths align
with logical prerequisite structures.

As a direction for future work, we intend to explore the use of the NOTEARS (Non-combinatorial Optimization via Trace
Exponential and Augmented lagRangian for Structure learning) algorithm (Zheng et al., 2018) as an alternative to tradi-
tional Bayesian Network structure learning. Unlike our current approach, which applies mutual information-based
weighting after structure discovery, NOTEARS jointly learns both the structure and the edge weights through continuous
optimization. This could offer advantages in terms of scalability, differentiability, and potentially finer-grained represen-
tations of skill dependencies. Comparing the learning paths derived from NOTEARS to those produced using NMI/RMI-
weighted Bayesian Networks will help assess the relative strengths of these methods in modeling realistic upskilling
pathways based on labor market data.

We will compare learning paths obtained under each weighting scheme in future evaluations to see which better guides
learners to acquire comprehensive, job-relevant skill sets. Future work will involve validating these generated paths with
expert educators and measuring learner outcomes when following the recommended paths, as well as integrating the
approach into the ENTEEF platform for real-world use.
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